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            초록
          
        

        
          In this study, a fault detection and classification method using neural network-based acoustic measurement is proposed. In this method, a measured acoustic signal of the target equipment undergoes Fast Fourier transformation. The magnitude, for a range of frequencies, is accumulated and normalized to train predefined neural network model. To validate the proposed method, an experimental setup for cooling fan is established. The faults of the device are classified into five categories. A series of experiments for the experimental setup are conducted to validate the performance of the fault detection and classification of the proposed method. An accuracy of up to 98.6% is obtained for the test data. Thus, the experimental results show the effectiveness of the proposed fault detection algorithm.
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