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            초록
          
        

        
          For a manipulator to accurately pick up parts to be assembled, the position and pose of the parts must be accurately recognized. To work in a complex work environment (e.g., a smart factory), it is necessary to estimate the six degrees of freedom given by x, y, z, yaw, pitch, and roll of the parts in three dimensions. The RealSense depth camera can easily obtain three-dimensional (3D) information from a single image through an RGB-D image. In this study, we first applied an artificial neural network (YOLACT) to classify objects and the background. Then, we estimated the 3D pose of each object using the RANSAC-based template-matching method on the 3D point cloud. By calculating the roll, pitch, and yaw values, we can obtain the gripper angle for picking up the object.
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